ABSTRACT

Shopping online has become a prolific activity as the number of online vendors and consumers continue to rise each year. In 2009, almost $15 billion in goods and services were ordered online by Canadians [1]. About 53% of these consumers 'window shop' by doing product research before actually making a purchase. Therefore, it is important that online vendors provide up-to-date and accurate product information to assist users in making educated decisions. In this poster, we present a tool that discovers product features, which will assist vendors and consumers to more accurately compare products in the online marketplace.

1. INTRODUCTION

Online shopping has become a prolific activity in the last decade. Consumers can purchase almost any product or service imaginable as more vendors have realized the opportunity to increase sales and promote advertising via the online marketplace. For consumers, the main benefit of online shopping is the convenience of purchasing products without having to visit an in-store retailer. Consequently, online shoppers normally have an intended product, and are more knowledgeable about their purchase. Since there is often no sales associate available to answer questions online, consumers rely on the product descriptions, reviews, and product comparison features to make educated purchase decisions. To accurately compare a set of similar products, vendors and shoppers need to identify the discriminating features (attributes) and options of each item. For example, comparing two smoke detectors may involve looking at the size, power supply options, and whether it supports carbon monoxide detection. Each of these features can be represented with the attributes: Size, Power, AdvancedOptions. Having an online system automatically identify these discriminating attributes and the values for each attribute is a difficult task. There are many manufacturers producing similar products in a given domain. Furthermore, to identify these attribute values across different domains, ranging from laptops to children's clothing, is a challenging task.
dictionary discovery that helps online systems and users identify the relevant features of a product, and produces a dictionary containing valid values for a given attribute feature.

Previous techniques have applied machine learning models that reference dictionaries to identify the attributes [2, 4]. Work in online query segmentation [6] and keyword tagging [5] have focused on using generative models to maximize the probability that a candidate segmentation is the correct one. A semi-automatic dictionary discovery tool is proposed by Godbole et al. [3] that assumes the attributes are given, but is unable to handle out of domain values correctly. Most prior work has not addressed the question as to how these dictionaries are obtained. Generating and customizing such a list of values for an application or online vendor is both time consuming and requires highly specific domain knowledge. In this poster, we present the details and usage of our dictionary discovery tool, that will build dictionaries to enable vendors and users better understand their information.

2. FRAMEWORK

Figure 3 illustrates the architecture of AutoDict consisting of modules for identifying and expanding segments from input data, and tagging them to the appropriate attribute. The system takes a data file, a set of user specified threshold parameters, and a set of \( k \) attributes as input, and produces \( k \) populated dictionaries according to these attributes. The first phase, seed identification, consists of identifying all the frequent sets of words occurring in the dataset which we call seeds. These seeds are ranked and refined according to the amount of information they capture, which is determined in the information content quantification module. At this point, we have a basic set of candidate segments. Since the quality of a dictionary is subjective according to the application needs, we allow the user to associate particular segments to specific dictionaries to produce more relevant dictionaries. We expand upon this basic set of candidates in the candidate generation module by considering candidate values that may be composed of non-sequential words in the data. Finally, in the segment tagging component, for each product description in the dataset, we tag each segment in a record with one of the \( k \) dictionary labels, thereby producing \( k \) populated dictionaries.

Online search engines and shopping sites can apply these dictionaries to compare products, by checking that a product feature is valid and refers to the same attribute. By having a correct set of attribute values, online vendors can provide faster and more relevant search results to correctly identify products, thereby providing a better shopping experience to the consumer. AutoDict’s graphical display is shown in Figure 4, displaying a set of dictionaries in the laptops domain.

3. PRELIMINARY EVALUATION

We evaluated the quality of the discovered dictionaries, and the initial results are promising. We evaluated our tool using three real datasets from the address, laptops, and bicycles domain. The initial precision and recall results from the address domain are both greater than 98%, highlighting the quality of the discovered attribute values. We plan to do more extensive quality tests with the laptops and bicycles data, and to incorporate user feedback to re-generate dictionaries based on user input.

4. CONCLUDING REMARKS

We have presented a framework for automatically discovering attribute dictionaries. By having a complete and accurate set of dictionaries, online vendors will be able to provide more detailed product comparisons and return more relevant search results, both enriching the consumer shopping experience. Our AutoDict tool has handled the process of detecting and extracting these attribute values, thereby saving time and increasing efficiency. As our next steps, we plan to conduct more extensive tests using data from different domain areas, and to consider how user preferences can be incorporated into the framework.
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